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The promise:  Artificial (general) intelligence

AI is the new electricity — Andrew Ng

Solving intelligence… and then using that to solve everything else 
— Demis Hassabis, DeepMind

AGI - highly autonomous systems that outperform humans at most 
economically valuable work — OpenAI mission statement

There may be this one very clear and simple way to think about all of intelligence, 
which is that it's a goal-optimizing system 

— David Silver, DeepMind

Deep Learning is going to be able to do everything
— Geoffrey Hinton



The promise of Artificial Intelligence?

“About 47% of total US employment is at risk
[of computerization]”

-- Frey/Osborne (Oxford)



The problem:  “Artificial stupidity” (The ”first mile” problem: data)



The technology is the easy part.
The hard part is, what are the social practices around this?

– John Seely Brown

The problem:  “Artificial stupidity” (The ”last mile” problem: behavior)



We need a change in perspective

AI is an ideology, not a technology.
— Jaron Lanier and Glen Weyl

The slovenliness of our language makes it easier for us to have foolish thoughts.
— George Orwell

A change in perspective is worth 80 IQ points.
— Alan Kay



Smart technologies are unlikely to engender smart outcomes
unless they are designed to promote smart adoption

on the part of human end users.



Smart technologies are unlikely to engender smart outcomes
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Effective and Ethical AI needs human-centered design



The problem with the designs of most engineers is that they 
are too logical.

We have to accept human behavior the way it is, not the way 
we would wish it to be.

— Don Norman, The Design of Everyday Things

The AI revolution needs a design revolution



Human-centricity:  understanding the user

By analogy:
AI technologies will yield better outcomes when they are 

designed for the brains of Humans (not “Econs”)



AI and “thinking slow”





Automatic pilot is an algorithm… We have learned that automatic pilot is 
more reliable than an individual human pilot.
The same is going to happen here.

— Richard Berk, U. Penn

Two perspectives on recidivism algorithms

Does a computer know I might have to go to a doctor’s appointment on Friday 
at 2 o’clock [so cannot visit the probation office]? 

How is it going to understand me as it is dictating everything that I have to do? 
I can’t explain my situation to a computer… 
But I can sit here and interact with you, and you can see my expressions and 
what I am going through.

— Darnell Gates, Philadelphia



Why experts need algorithms

Bias

“The places where people are most worried 
about bias are actually where algorithms have 
the greatest potential to reduce bias.” 

– Sendhil Mullainathan

Noise
“We have too much emphasis on bias and not 
enough emphasis on random noise.” 

– Daniel Kahneman



Why algorithms can’t (today) replace experts

Judgment requires not only registering the world but 
doing so in ways appropriate to circumstances.
That is an incredibly high bar.

It requires that a system be oriented toward the world 
itself, not merely the representations it takes as inputs.

It must be able to distinguish appearance from reality —
and defer to reality as the authority.

— Brian Cantwell Smith



Human strengths:
• Strategy
• Causal understanding
• Commonsense reasoning
• Contextual awareness
• Empathy
• Ethical reasoning
• Hypothesis formation
• “Judgment”

Computer strengths:
• Tactics 
• Pattern recognition
• Consistency (avoid “noise”)
• Rationality (avoid “bias”)
• Brute force
• Narrowly defined, repetitive tasks
• Idiot savant capabilities
• “Reckoning”

Fundamental design implication:
Begin with the assumption of human-machine partnership.

(Machine autonomy should not be the default mode of AI ideation.)

The AI paradox (“The hard problems are easy, and the easy problems are hard.”)



The AI paradox

One of the fascinating things about the search for AI is that it’s been so 
hard to predict which parts would be easy or hard.

At first, we thought that the quintessential preoccupations of the officially 
smart few, like playing chess or proving theorems—the corridas of nerd 
machismo—would prove to be hardest for computers.

In fact, they turn out to be easy. Things every dummy can do, like 
recognizing objects or picking them up, are much harder.

And it turns out to be much easier to simulate the reasoning of a highly 
trained adult expert than to mimic the ordinary learning of every baby.

-- Alison Gopnik, UC-Berkeley

(“The hard problems are easy, and the easy problems are hard.”)



A diversity bonus

MODEL

Collective intelligence (“the wisdom of crowds”):  
A smart team can be smarter than the smartest person on the team.

But not all teams are smart teams.  Smart teams are characterized by:
• Even conversational turn-taking
• More women on the team
• Team members who possess high levels of social perception

The average social intelligence of team members is (much) more 
highly correlated with group intelligence than average/maximum IQ

A better frame than “AI” for applied work is human-computer collective intelligence.
Designing the human-machine interaction processes is an essential component.



Their skill at manipulating and “coaching” their computers to look very deeply into positions 
effectively counteracted the superior chess understanding of their grandmaster opponents and the 
greater computational power of other participants.

Weak human + machine + better process was superior to a strong computer alone and, more 
remarkably, superior to a strong human + machine + inferior process.

— Garry Kasparov, NYRB 2010

Human-machine hybrid intelligence:  A parable  



Their skill at manipulating and “coaching” their computers to look very deeply into positions 
effectively counteracted the superior chess understanding of their grandmaster opponents and the 
greater computational power of other participants.

Weak human + machine + better process was superior to a strong computer alone and, more 
remarkably, superior to a strong human + machine + inferior process.

— Garry Kasparov

Designing for human-computer collective intelligence

Hybrid Intelligence is about more than optimizing algorithms.

It is about “optimizing” processes of human-machine collaboration.

Statistics and computer science provides an incomplete scientific framework.

Also needed:  Ideas from ethics, psychology, human-centered design, behavioral economics, …



Amplifying human capabilities

Technology should not aim to 
replace humans, rather         

amplify human capabilities. 

-- Doug Engelbart, 1962

Computers are like a bicycle 
for our minds. 

-- Steve Jobs, 1981



AI and “thinking fast”



While Cass and I were capable of recognizing good nudges when we 
came across them, we were still missing an organizing principle for 
how to devise effective nudges.

We had a breakthrough… when I reread Don Norman’s classic book 
The Design of Everyday Things.

— Richard Thaler, Misbehaving

Choice architecture is form of human-centered design



MLOps view

Ethics and the need for “greater AI”

Hybrid Intelligence view



An overdue field of practice:
Hybrid intelligence development



Core principles of hybrid intelligence design

• Design for real-world goals, not machine 
outputs.

• Effectiveness and ethicality is a function of more 
than algorithms.  It is also a function of how they 
are deployed.

• Algorithms aren’t enough; they must be 
embedded in human-machine interaction 
environments.

• Decision environments must reflect the needs, 
behaviors, and cognitive capabilities of the 
human partner.

• Hybrid intelligence more than a machine 
learning challenge.  
Design and the social sciences are integral.

• “Explainability” is more than a property of 
algorithms; it is a type of communication that 
meets a user’s needs and situation.

Concepts like:
human autonomy, confirmation bias, choice architecture…
should be no less part of the hybrid intelligence vernacular 
than concepts like:   
cross-validation, label bias, algor fairness, data drift, …

… and implications



Dark patterns,
“Captology”

What we often have: What we typically need:

A needed paradigm shift



Dark patterns,
“Captology”

Grounded in the behavioral sciences
• Behavioral economics
• Organizational design
• Cognitive psychology 
• Affective science 
• …

Grounded in computation AND statistics
• Involves more than extracting patterns 

from data
• Also accounts for how adequately the data 

register relevant aspects of the world
• Addresses the attendant ethical and 

scientific issues

Hybrid intelligence development is …

A design-focused field
• Domain-informed
• Multi-stakeholder
• Value-sensitive
• Context-sensitive



Antecedents from, analogies with actuarial science

Actuarial science is not “applied math”
• By analogy:  hybrid intelligence development is not “applied computer science” or MLOps
• Each can be viewed as “computational social sciences”

• Examination, credentialing arrangements
• Professional societies
• Continuing education
• Standards of practice
• Training in professionalism, ethics
• Recognition of the need for laws, regulations, tradeoffs between different concepts of “fairness”
• A global community with social norms that support a core duty to serve society



Antecedents from, analogies with actuarial science

Actuarial science is not “applied math”
• By analogy:  hybrid intelligence development is not “applied computer science” or MLOps
• Each can be viewed as “computational social sciences”

Rather, a learned profession characterized by:
• An interdisciplinary, social science orientation
• A willingness to confront limitations, imperfections in data

• An appreciation for edge cases, “long tail” phenomena (think self-driving cars, machine translation, …)
• An appreciation for model risk, the risk / Knightian uncertainty distinction
• A recognition of the need to blend expert judgment with data-driven indications

• Examination, credentialing arrangements
• Professional societies
• Continuing education
• Standards of practice
• Training in professionalism, ethics
• Recognition of the need for laws, regulations, tradeoffs between different concepts of “fairness”
• A global community with social norms that support a core duty to serve society


